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Abstract: In the digital age, the collection and processing of vast amounts of personal data have made it
necessary to establish legal frameworks that protect the rights of individuals. This legal essay provides an
overview of the existing data subject rights in the UK and EU, with a focus on the right to erasure on
blockchain and the right not to be subject to automated decision-making in respect of artificial intelligence.
The paper examines the legal framework surrounding these rights as well as any potential challenges or
limitations they may face in practice. The right to erasure on the blockchain is explained, including its
benefits and drawbacks, and its interaction with data protection laws in the UK and EU. The right not to be
subject to automated decision-making is also discussed, including the legal framework surrounding this
right, as well as its relationship with artificial intelligence and data protection laws. The implementation of
these rights is essential in safeguarding individuals' privacy and promoting trust in the use of technology.
Although there may be barriers preventing individuals from fully exercising these rights, legal remedies
such as increased awareness and transparency, as well as changes to the law and harsher consequences for
noncompliance, can help to mitigate these obstacles.

Keywords: Data subject rights in the UK and EU, right to erasure on blockchain, right not to be subject to
automated decision-making, artificial intelligence, blockchain

1. Introduction

In the digital era with the proliferation of new technologies and the vast amounts of personal data they
generate, it has become imperative to establish clear legal frameworks to protect the rights of individuals
whose data is being collected and processed.

This legal essay aims to provide an understanding of all the existing data subject rights in the UK and EU
with a particular emphasis on the right to erasure on blockchain and the right not to be subject to
automated decision-making in respect of artificial intelligence. We will explore the legal framework
surrounding these rights, as well as any potential challenges or limitations they may face in practice.

2. Date Protection across Borders: Rights of Data Subjects in the EU and UK

2.1 An Insight into the Regulatory Landscapes of the EU and UK

The EU and UK legal regimes of data subjects are closely related although have forged different paths
since Brexit. The UK has deviated from the EU regime in several respects, including the UK’s permissive
approach to data transfers [1], the introduction of a new supervisory authority - ICO [2], and modification
in standards for national security and law enforcement [3].

Nevertheless, the key regulatory tools, namely the EU GDPR [4] and the UK's GDPR [5] along with the
Data Protection Act 2018, are essentially the same. Considering extensive data flows between the EU and
the UK, such analogous data protection laws are of high relevance [6].
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2.2 The Right to Be Informed

The right to be informed obligates data controllers to provide individuals with detailed information
(privacy notices) about how their personal data is being collected, processed, and shared [7]. Failure to
comply with imposed obligations leads to monetary [8] and reputational repercussions [9].

The right to be informed is a critical feature of data protection, ensuring that individuals have the
knowledge required to make informed decisions about their personal data. However, the majority is yet
unaware of their right to be informed [10]. Ensuring that organizations provide transparent and accessible
privacy notices, coupled with educating the public on data protection, is vital to foster informed
decision-making and safeguarding individual privacy.

2.3 The Right to Access

Individuals have the right to request access to their personal data held by data controllers. This right is
designed to empower individuals to have greater control over their personal information and to ensure that
data controllers are held accountable for the use of personal data [11].

To exercise this right, individuals must submit a request to the data controller, who must provide a copy
of the requested data free of charge and without delay [12]. However, certain exemptions and restrictions
apply concerning data affecting other individuals or national security [13].

Failure to comply with a valid access request enables the requestor to complain to the data protection
authority [14] and seek redress through the courts.

Despite the importance of the right to access for ensuring transparency and accountability in data
processing, practical and legal challenges frequently arise. Organizations must be aware of the hazards
associated with disclosing personal data, including unauthorized access or personal information misuse
[15]. These risks emphasize the necessity of vigilance in monitoring and enforcing the right to access to
guarantee its effective implementation.

2.4 The Right of Rectification

The right of rectification is a right of an individual to have incomplete or erroneous personal data altered
upon their request [16]. This right is closely related to the controller’s duty to guarantee that personal data
is correct, up-to-date and dealt with in a timely manner if it is inaccurate [16]. ‘Inaccurate’ [17] personal
data means any data which is misleading as to matters of fact [18]. Such an ambiguous definition can
provoke a number of troublesome situations, where there is confusion regarding what falls under
‘inaccurate’ personal data [19].

2.5 The Right to Restrict Processing

Data subjects have the right to limit the way their personal data is utilized [20]. This right is not absolute
and can only be requested in a handful of instances [20]. These instances encompass situations when
personal data is inaccurate [21], the processing of personal data is unlawful [22] or when an individual
requires personal data for managing a legal claim. If processing restrictions have been requested,
controllers may store the individual’s personal data, but not process or use it [22].

Although the list of circumstances when this right can be invoked is exhaustible, problems can still arise if
it is unclear that this personal data falls under the definition of ‘inaccurate’. One of the potential solutions
for this dilemma is making data controllers rather than individuals responsible for proving whether
personal data is accurate [23].

2.6 The Right to Data Portability

An ability to receive and reuse personal data across various services is granted by the right to data
portability [24]. The essence of this right is that it allows data subjects to move, copy and transmit their
personal data from one controller to another in a simple, safe and efficient manner [24]. The right to data
portability has one of the most substantial implications, as online data providers envisage that it can help
considerably decrease the operational costs for consumers who are willing to switch from one digital
service market to another [25]. Nonetheless, as the research reveals, the implementation of this right is in
need of urgent attention since currently this innovation is only known to a small percentage of individuals
[25].
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2.7 The Right to Object

Ultimately, a data subject may invoke the right to object to prevent an organisation from processing or
utilising its personal data [26]. However, it might be challenging to object since an organisation might have
legitimate grounds to use an individual’s personal data. Thus, this right is only applicable in specific
instances [26]. For example, an individual may object to the processing of their personal data when an
organisation exploits this data in the public interest, in the exercise of public authority or for historical,
statistical, or marketing purposes [26].

3. Right to Erasure and Challenges on Blockchain

3.1 Understanding Blockchain: The Basics and Beyond

A blockchain is a decentralized, synchronized database that is shared by many nodes and upheld by a
consensus process.

As blockchains are intended to accomplish durability through replication, a large number of people are
frequently involved in keeping these databases up to date. Each node has the ability to independently
maintain the database and keeps an integral replica of it [27]. These systems use a decentralized data
collection [28], storage and processing approach [29]. Blockchains are also append-only ledgers [30],
meaning that data may only be added to them and erasure or alteration is almost impossible [31].

3.2 The Right to Erasure in the Age of Blockchain

The right to erasure [32], also known as the ‘right to be forgotten’ is an essential right of individuals that
provides them with the control to exercise over their personal data [33]. Considering the immutable nature
of blockchain technology, implementation of this right on a blockchain poses several challenges, including:

1) Governance challenges [34] that are considered as the most complex issues to achieve the privacy
objective. Even if there are multiple technical solutions to implement the right to erasure on
blockchain technology, it seems impossible to comply with data subject rights because of the
communication and coordination mechanisms between the actors involved in processing the data
[35].

2) Blockchain technology is well-known for its immutability which means that once data is stored on
the blockchain, it cannot be erased or altered. Hence, this system makes it difficult to exercise the
right to erasure within the technology since the data stored is decentralized and several copies exist
[36].

3) There are limitations on the territorial scope [37] of the right to erasure under GDPR, which also
can be defined as a jurisdictional legal and regulatory challenge. All jurisdictions have (or do not
have at all) their own legislation and legal framework for such technologies [38]. There is no uniform
and universal legal framework that can be applicable to all states. The importance of this challenge is
that blockchain technology has a cross-jurisdictional character. Since GDPR applies only within the
territory of the European Union, outside the territorial jurisdiction, it would be hard to implement
such a right [39].

3.3 The Right to Erasure and Blockchain: Navigating the Challenges and Opportunities

The following legal solutions should be implemented to address the aforementioned issues relating to the
Right to Erasure and the challenges that arise concerning blockchain technology:

There should be an adoption of a new law which prohibits storing data on blockchain: The issues with the
right to erasure on blockchain may be solved by enacting new legislation that restricts the addition of
personal data to the blockchain network. The storing of private data shall be prohibited on the blockchain
so that the right to erasure can be enforced. While enacting new legislation that bans the addition of
personal data to the blockchain may be a solution, it should be carefully considered in light of the potential
advantages and obstacles of the technology and balanced with other legal and technical solutions to address
the issues with the right to erasure on the blockchain.

1) Universal jurisdiction [40]. As it is stipulated that there are certain limitations on territorial
jurisdiction and all states have conflicting legislation on blockchain technology, it would be a good
solution if there is a universal legislation that can be applied to all states’ territories so that
blockchains can be designed to comply with data protection laws.
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2) Legal responsibilities and liabilities [41]. Rules or laws might be implemented to specify the
responsibilities and liabilities of organizations that keep individuals' data on blockchains. This might
involve implementing the proper organizational and technical safeguards to secure personal
information and guarantee compliance with data protection laws.

3) Consent of the individuals [42]. Getting individuals’ explicit consent before storing their personal
information on the blockchain can help in upholding the right to erasure. Individuals must be
informed about the risks associated with storing private data on the blockchain as well as how their
data will be utilized. If there is a law on obtaining consent from an individual whose data is being
stored, this law will help to ensure the right of the people under GDPR.

4) Transparency [43]. Consequently, organizations may make their usage of personal data on the
blockchain more transparent to enable users to decide whether to contribute their data. This may
entail giving brief and explicit explanations of the blockchain's scope and goals as well as the
procedures for gathering, storing, and using personal data.

3.4 Conclusions on the Right to Erasure on Blockchain

After careful examination of the difficulties and restrictions of various approaches, it is evident that the
right to erasure cannot be fully realized in the context of blockchain technology. Rather, promoting
transparency and educating the public about how their data is used on the blockchain network is the most
viable solution. In conclusion, even though the right to erasure might not be possible on the blockchain,
increased transparency and understanding can guarantee better data protection for people.

4. Right not to Be Subject to Automated Decision-Making in Respect of Artificial
Intelligence

4.1. The Rise of Automated Decision-Making: Opportunities and Challenges

Automated decision-making (ADM) about artificial intelligence (Al) is a concept that involves the
utilization of algorithms and machine learning technologies to automate decision-making processes
without the intervention of humans. ADM is defined as "any decision which is taken solely by automated
means without any human involvement, including profiling" [44].

While the usage of such technology attracts more and more companies due to its potential efficiency and
cost savings benefits [45], resulting the lack of human involvement in these decision-making processes can
raise concerns about transparency, accountability, and fairness [46].

This chapter will explore the importance of the right not to be subject to AMD, including its exceptions, as
well as relevant cases and potential risks. It will also analyze regulatory measures to exercise this right and
provide recommendations for addressing system flaws.

4.2. The Right Not to Be Subject to Automated Decision-Making: A Human Rights
Perspective

The use of ADM in certain contexts can lead to flawed decision-making processes, causing frustration and
confusion for individuals. For example, rejection emails for job applications or loan applications generated
by an algorithmic process can leave individuals feeling powerless and helpless [47].

It's essential to note that the right not to be subject to ADM becomes critical in such cases [48]. To
illustrate the perils associated with ADMs, two examples shall be viewed: facial recognition technologies
[49] which are used for collecting personal data without the consent of subjects, and tools such as the
COMPAS algorithm, which has been used to predict reoffending [50]. However, Article 22(2) of the GDPR
describes a few exceptions [51] to the right not to be subject to ADM that have a legal or similarly significant
effect [52]:

1) Where the decision is necessary for entering into or performing a contract between the data subject

and the controller (i.e., the entity responsible for processing personal data).

2) Where the decision is authorized by Union or Member State law to which the controller is subject
and which also lays down suitable measures to safeguard the data subject's rights and freedoms and
legitimate interests.

3) Where the decision is based on the data subject's explicit consent.

These exceptions must be clearly defined and limited in scope to ensure that they do not undermine the

18 Volume 1, Number 1, 2023



right not to be subject to ADM [53].

4.3. Empowering Individuals: How to Exercise the Right Not to Be Subject to ADM?

The effective exercise of the right not to be subject to ADM entails following specific steps that enable
individuals to safeguard their privacy and prevent unfair or biased decision-making processes [54]. The
primary step involves submitting a request to the controller, the data processing entity, or the data
protection officer [55]. The request must not only state the individual's objection to ADM in line with the
provision [56], but it should also explicate the grounds for the objection and preference for human
intervention in the decision-making process [57]. ICO and EDPB [58] are the UK and EU Supervisory
Authorities respectively that enforce data protection rules. Notably, there is lot of criticism towards these
authorities [59] for lacking resources [60] and enforcement powers to hold companies accountable for ADM
violations [61].

4.4. Rethinking ADM Regulations: Addressing Emerging Challenges and Opportunities

To deal with all abovelisted uncertainties, it is suggested to establish a new legal framework that is
tailored to address the unique challenges concerning ADM.

Firstly, legal frameworks could be created that mandate organizations to obtain explicit consent [62] from
individuals before deploying ADM to make important decisions, or that provide individuals with a right to
challenge automated decisions before a human decision-maker.

Secondly, there shall be mandatory transparency [63] requirements included in GDPR, so companies
could be required to disclose information to the ICO or EDPB, as well as to data subjects.

Moreover, by increasing the fines [64] for non-compliance companies may be more motivated to invest in
measures to ensure compliance rather than risk facing hefty penalties.

4.5. Reflections on the Right Not to Be Subject to ADM and Al

The right not to be subjected to ADM is paramount in preventing biased and unjust Al decision-making
procedures.

To this end, GDPR allows for exceptions to this right, but these exceptions must be limited in scope. Any
such exceptions must be balanced against the need to protect individual rights and freedoms.

To address concerns about ADM regulations, legislative changes such as new frameworks, transparency
standards, and increased penalties for noncompliance are necessary. It will all certainly play a role in
mitigating the risks associated with ADM.

It is significant to strike a balance between the advantages and hazards of ADM, while also upholding
individual rights. As we continue to develop and implement ADM technologies, it is crucial that we remain
vigilant in protecting individual rights. Only then we could be certain that ADM is utilized for the greater
good, rather than as a tool for discrimination or oppression.

5. Conclusion

In conclusion, data protection regimes in the UK and EU seek to ensure that individuals have control over
their personal data and that organizations use it in a responsible and transparent manner. The
implementation of these rights, including the right to erasure on blockchain and the right not to be subject
to automated decision-making, is essential in protecting individuals' privacy and promoting trust in the use
of technology.

While there may be barriers preventing individuals from fully exercising their rights, these barriers can
be lessened via the use of legal remedies like increased awareness and transparency as well as changes to
the law and harsher consequences for noncompliance.

A balance between the advantages and disadvantages of technology must be struck while upholding
individual rights in our increasingly data-driven society. Data protection rights are fundamental human
rights, and their protection must be a top priority in our digital age.
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